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In Visual Dialog, an agent has to parse temporal context in the dialog history and spatial context in the image
to hold a meaningful dialog with humans. For example, to answer “what is the man on her left wearing?”,
the agent needs to: 1) analyze the temporal context in the dialog history to infer who is being referred to as
“her”; 2) parse the image to attend “her”; 3) uncover the spatial context to shift the attention to “her left” and
check the apparel of the man. In this paper, we use a dialog network to memorize the temporal context and an
attention processor to parse the spatial context. Since the question and the image are usually very complex,
which makes it difficult for the question to be grounded with a single glimpse, the attention processor attends
to the image multiple times to better collect visual information. In the Visual Dialog task, the generative
decoder (G) is trained under the word-by-word paradigm, which suffers from the lack of a sentence-level
training. We propose to reinforce G at the sentence level using the discriminative model (D), which aims to
select the right answer from a few candidates, to ameliorate the problem. Experimental results on the VisDial
dataset demonstrate the effectiveness of our approach.
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1 INTRODUCTION
This paper focuses on Visual Dialog [5, 6, 19, 32, 40], in which an agent perceives the environment
visually and communicates with humans in natural language. When presented with an image, a
dialog history, and a question about the visual content of the image, the agent answers the question
in natural language. Unlike Visual Question Answering (VQA) [2, 21, 28, 39], where there are no
follow-up questions, the questions in Visual Dialog are usually temporally ordered with narrative
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Questions Answers

Is the child a boy? No, a girl.

Does she have long hair? No, it's short.

Is there a bow in her hair? Yes, it's white.

What is the man on her left wearing? White shirt.

What about the man on the right?      Black shirt.

A man holding a child next to other adults.

glimpse 1

glimpse 3

glimpse 2

Fig. 1. An example of Visual Dialog. Given an image and its caption, the agent answers a series of questions.
The dialog history is crucial for enabling the agent to conduct a dialog. For example, to answer the last
question, the agent has to infer what “the” and “about” refer to. The agent takes multiple glimpses to attend
to the man on the left given the complex layout of the image and the dialog history.

structures. Visual Dialog posses the ability to hold a meaningful dialog with humans in natural
language about visual content, which benefits a variety of applications.

It is necessary to carefully address two main problems in Visual Dialog. First, how to enable the
agent to effectively parse the temporal context, i.e., the dialog history, to understand the current
question accurately. As shown in Figure 1, the agent has to infer what the two words “the” and
“about” refer to in order to answer the last question. Second, how to attend to the region of interest
in an image given a question and its temporal context, so that the agent has a comprehensive
understanding of the rich visual content.
In this paper, we propose a recurrent attention network for Visual Dialog, which attempts to

address the two problems by an encoder-decoder architecture. For the encoder, we use a dialog
network, which is a Long Short-Term Memory (LSTM) [13], to memorize the temporal context of
the dialog history. The dialog network triggers a question signal that includes the question and
dialog history information. Then the signal is passed to an attention processor.

The attention processor is another LSTM integrated with an attention mechanism [3, 43], to parse
the visual spatial context. Guided by the dialog network signal, the attention processor grounds
the question in the image by iteratively glimpsing the visual content multiple times. Lastly, a state
vector is generated by incorporating the multiple glimpses and passed to the decoder to generate
or select an answer.
There are two decoders in Visual Dialog [5], a generative model (G) which generates answers

in natural language, and a discriminative model (D) to select the best answers from candidates.
A major problem in optimizing G is the lack of appropriate loss function for training. Typical
word-by-word generation is trained to fit an answer at word level. However, two answers can be
semantically different even though they are similar by word to word matching. For example, the
sentence “he is 4 years old” is very similar to the ground-truth “he is 14 years old” by word-level
matching, but the meanings are very different.
To ameliorate the problem, we propose to guide the training of G at sentence level by D. Our

premise is that D is capable of measuring answers at sentence level, its knowledge therefore can be
used as a complement of word-level training for G. In addition, the training of D is more robust
because the training loss can be computed by directly checking whether the selected answers are
exactly the ground truths. Since transferring information from D to G is non-differentiable, we
use Reinforcement Learning [35, 36] to achieve the goal by reward. Experiment on the VisDial
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dataset [5] demonstrates the effectiveness of the attention processor and the training method that
reinforces G by D.

2 RELATEDWORK
Vision and Language: There is increased interest in the field of multimodal learning [44] for
bridging computer vision [7, 10] and natural language understanding, such as image captioning
[8, 11, 12, 15, 34, 37, 38, 46], video captioning [17, 24, 31, 42], text-to-image coreference/grounding
[14, 16, 25, 26, 30], Visual Question Answering (VQA) [2, 4, 21, 39, 41, 47] and Visual Dialog
[5, 6, 19, 32, 40]. These tasks typically involve attention mechanisms.

The difference between Visual Dialog and VQA is that the questions in Visual Dialog are depen-
dent on the history and often strongly contextual. In Visual Dialog, a question-answer pair is called
a “fact” and the previous facts constitute “history”. In contrast to [5, 19], Das et al. [6] trained two
agents to communicate in natural language using an “image guessing” game. We follow [5, 19]
by only implementing the answerer agent but evaluating the agent at dialog level, in which no
ground-truth answer is available during evaluation.
Attention in Vision and Language: A number of prior works have applied attention mechanisms
[3, 43] to vision and language tasks [1, 5, 20, 24, 45, 48]. For example, Yang et al. [45] presented
stacked attention networks (SANs) that learned to answer natural language questions from images.
Lu et al. [20] proposed two co-attention mechanisms (HieCoAtt) for VQA that jointly performed
question-guided visual attention and image-guided question attention. Lu et al. also proposed
a History-Conditioned Image Attentive Encoder (HCIAE) [19] for Visual Dialog that first used
the current question to attend to the exchanges in the history, and then used the question and
attended history to attend to the image, so as to obtain the final encoding. Wu et al. [40] applied
the co-attention mechanism (CoAtt) to Visual Dialog by adding attentions on the dialog history.
Different with these attention mechanisms, our recurrent attention network queries the image by
several glimpses in each question-answering round. The core of the recurrent attention network is
an attention processor that is implemented by an LSTM with an attention mechanism. For each
glimpse, the attention processor takes the attention query and the last attention result as input and
outputs the new attention result. The last state of the LSTM is used to initialize the decoder’s state.
Reinforcement Learning: Many breakthroughs in reinforcement learning have recently been
made. It is generally accepted that there are two families of model-free methods for reinforcement
learning. The first consists of value-based methods, where an action value function is learned
to guide the agent to act in the next time step. One algorithm is Q-learning [35], e.g., DQN[23],
which aims to directly approximate the optimal action value function. In contrast to value-based
methods, the second type are policy-based methods which directly parameterize the policy π , such
as REINFORCE [36]. Standard REINFORCE updates the policy parameters in the gradient ascent
direction.

REINFORCE has been widely used in computer vision and natural language processing. Mnih et
al. [22] developed the recurrent visual attention model which learns the spatial attention policies
for image classification. Fan et al. [9] applied REINFORCE to efficient video classification. Ranzato et
al. [27] proposed a sequence level training method for recurrent neural networks with REINFORCE.
Rennie et al. [29] used the sequence level training for image captioning. Das et al. used REINFORCE
to train two agents to communicate in natural language for Visual Dialog. Wu et al. [40] used
adversarial REINFORCE with an intermediate reward to encourage the generator to generate
responses as human generated dialogs. In this paper, we use the basic REINFORCE to provide a
sentence-level training for the generator G.
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Fig. 2. The architecture of the proposed recurrent attention network. The encoder (A) consists of a sentence
encoder, a dialog network and an attention processor. The sentence encoder embeds a natural language
sentence to a one-dimensional vector. The dialog network is designed to parse the temporal context of dialog.
Since LSTM is able to model sequences, we leverage an LSTM to model question dependency in a dialog.
According to the order of questions, the dialog network can understand pronouns in a sequence of questions.
Specially, at each question-answering round, the dialog network takes an embedded question as input. Then,
according to its memory, the dialog network emits a signal that integrates the question and the temporal
context. The attention processor grounds the signal by glimpsing the image multiple times and generates a
state vector to the decoder. The given image and caption are used to initialize the state of the dialog network.
The decoder (B) includes a discriminator (D) and a generator (G). The D selects best answers from candidates.
The G directly generates answers in natural language. In addition to the word-by-word training, the G is
further improved by D at sentence level.

3 MODEL
In this section, we describe the details of our recurrent attention network. As shown in Figure 2, the
network consists of an encoder and a decoder. Before the first question-answering round, the agent
is given the image I and a caption c of the image. In each round t , the encoder analyzes the dialog
history, integrates the current question qt , observes the image and generates a state vector for the
decoder. According to the state vector, the discriminator decoder D then selects the best answer adt
from a set of candidates. The generator decoder G generates an answer aдt for the question qt in
natural language. During training, we also utilize D to improve G by reinforcement learning.

3.1 Encoder
Dialog network: The dialog network is responsible for modeling the temporal context in the
dialog history. Since a dialog is a sequence of question-answer pairs along time, we use an LSTM
to memorize the temporal context. At each question-answering round, the dialog network takes
the question embedding vector as input and generates a signal that integrates the temporal context
and the question. At the beginning of a dialog, we concatenate the image feature and the caption
embedding to initialize the state of the dialog network.
Note that we do not encode the previously generated answers back to the dialog network. The

reasons are as follows: 1) In this paper, we evaluate models with a new protocol, in which the
ground-truth answers are not available to the agent. Since the self-generated answers are not
reliable, we do not use them as “facts”. 2) The generated answers are dependent on the encoder.
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ALGORITHM 1: Recurrent Attention Mechanism
Input : spatial image feature F ∈ Rd×k

2
; signal emitted by dialog network q ∈ Rd

′

;
attention parameters of the attention processorW1 ∈ R

d ′×s ,W2 ∈ R
a×d ,M ∈ Ra×s ,v ∈ Ra ;

Long Short-Term Memory of the attention processor LSTM;
number of attention steps T .

Output : state h.
Initialize: t ← 0.
h ← qW1 // initialization for the LSTM hidden state, which is an s-dimensional vector
q ←

q
| |q | |2

// l2 normalization for signal q
while t < T do

t ← t + 1
α ← vT tanh(W2F +Mh1T ) // generate attention vector, whose length is k2
α ← softmax(α ) // attention weight
f ← FαT // apply attention weight to the spatial image feature and generate a attended feature
vector whose length is d
f ←

f
| |f | |2

// l2 normalization for attended feature vector
i ← concatenate(f ,q)
h ← LSTM(i,h)

end

The information that the decoder needs is produced by the encoder. Therefore, there is no need to
encode the previously generated answers back to the dialog network.
Attention processor: The attention processor takes the signal emitted by the dialog network as
input and parses the spatial context in the image to generate a state vector for the decoder. The
attention processor is implemented by an LSTM with an attention mechanism at each glimpse.
The LSTM memorizes the attention history and collects the visual information for the question.
Before the first glimpse, the state of our attention processor is initialized by the signal emitted by
the dialog network. For each glimpse, the attention processor uses the LSTM’s state to attend to the
image. The attention result will be used as input for the next glimpse. Since the LSTM memorizes
the attention history, the attention processor is capable of avoiding repeated attentions for future
glimpses. Figure 3 illustrates how the attention processor grounds a question in an image. Although
sometimes it is difficult to precisely define how many glimpses are actually needed to correctly
answer a question, a single-step attention mechanism is usually not enough.

We use the spatial features F ∈ Rd×k×k from the activation of a Convolutional Neural Network
(ConvNet) layer as the image representations to be attended. Before the model attends the the
spatial feature F ∈ Rd×k×k , we reshape F to Rd×k2 . For the VGG-16 network [33], we use the output
of pool5 layer in which d = 512 and k = 7.
Suppose s is the LSTM hidden state size, a is the length of attention vector and 1 ∈ Rk2 is a

vector with all elements set to 1. The signal emitted by dialog network is q ∈ Rd ′ . Our attention
processor contains an LSTM and a few trainable parametersW1 ∈ R

d ′×s ,W2 ∈ R
a×d ,M ∈ Ra×s ,

v ∈ Ra . We show the details of the recurrent attention mechanism in Alg 1. The αT ∈ Rk is the
attention weight over the spatial image feature F . Since f (visual features) andq (semantic features)
are from two different feature spaces, we normalize them before concatenating them to a vector.

3.2 Decoder
There are two kinds of models for the decoder in Visual Dialog, e.g., the discriminative model (D)
and the generative model (G). The discriminator aims to select the ground-truth answer from a set
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query: Is that a man to the right of the woman with white shirt ?

state: Is that a  man to the right of  · ?

state: Is that a man in · ?

attention

A

attention

A

L
S

T
M

decoder

Q2: Is there a woman with white shirt?dialog network

Q3: Is that a man to her right?dialog network

Fig. 3. Illustration of how the attention processor grounds a question in an image. First, according to dialog
history, the dialog network parse the pronoun “her". Then, based on the output of the dialog network, the
attention processor glimpses the image to answer the question. Fig. 5 demonstrates three example of the
behavior of our attention processor.

of candidates at sentence level, while the generator directly generates a sentence and maximizes
the likelihood of each word in the ground-truth answer. Unlike [5], in which the two models are
trained and evaluated separately, we train D and G jointly. Furthermore, we use D to improve G at
sentence level. In this section, we denote the output state vector of encoder as h0.
Discriminator (D): The discriminator computes dot-product similarities between h0 and each of
the embedded answer candidates. As shown in Figure 4 (A), the similarities are fed into a softmax
function during training to compute the posterior probability over the candidates. The network is
trained to maximize the log-likelihood of the ground-truth answer. We denote f (·) as the sentence
encoder and sr as the ground-truth answer, then training D involves minimizing:

LD = −log p(f (sr )|h0) ∝ −f (sr ) · h0, (1)

In this step, both the sentence encoder f and the dialog network are updated. During evaluation,
candidates are ranked based on their posterior probabilities.
Generator (G):We denote the ground-truth answer sr as a sequence of words [w1,w2, ...,wT ], and
training G involves minimizing:

LG = −log p(sr |h0) = −log p(w1,w2, ...,wT |h0)

= −log
T∏
t=1

p(wt |w1,w2, ...,wt−1,h0) = −

T∑
t=1

log p(wt |w1,w2, ...,wt−1,h0)
(2)

Since Eq. (2) aims to maximize the likelihood of each word in the ground-truth answer, we call this
method word-level training. Usually, the term p(wt |w1, ...,wt−1,h0) is modeled by an LSTM that
takes h0 as its initial state:

p(·|w1,w2, ...,wt−1,h0),ht = LSTM(wt−1,ht−1) (3)
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Fig. 4. The architecture of the decoder. (A) Joint training of discriminator (D) and generator (G). (B) Reinforcing
G by D. Because D can measure answers at sentence level, it can be used to evaluate and guide G’s behavior
during training. Because this process is not differentiable, reinforcement learning is used.

wherew0 is the start symbol <START>. What’s more, the distribution p(·|w1,w2, ...,wt−1,h0) is a
parametric function of ht . LSTM first generates the current hidden state ht and then emits the
distribution by a fully-connected layer according to ht . For simplicity, we use π (·|ht ) to denote this
distribution:

π (·|ht ) = p(·|w1,w2, ...,wt−1,h0) (4)

The current word is generated by wt = argmaxw π (·|ht ). During training, the previous ground-
truth words are given. When conducting the evaluation, the previous ground-truth words are
unavailable and are generated by maximum likelihood estimation (MLE). The logπ is used to rank
candidate answers as log-likelihood scores.
The generator and the sentence encoder share the same word embedding matrix. Compared

with discriminative models, generative decoders are more practical for realistic applications but
often achieve lower accuracy than discriminative models.
Reinforcing G by D: The answer to a question is usually not unique. However, training with Eq.
(2) will make the agent focus only on the unique answer provided by the dataset. As a result, the
agent may mistakenly treat semantically similar sentences as wrong answers. Since D can measure
answers at sentence level, we additionally use D to evaluate and guide G’s behavior during training.
Suppose д(·) is the generative function to be learned, the sentence-level training is to :

L J = −log p(f (д(h0))|h0) ≈ −log p(f (д(h0))| f (sr )) (5)

Since f (·) can map semantically similar sentences to similar embeddings, G has the freedom to
generate a more reasonable distribution that does not only fit the unique ground-truth answer in
the training dataset. While f (д(h0)) is non-differentiable, we use reinforcement learning to transfer
this information by reward.
Reinforcement learning is about an agent interacting with an environment, and learning an

optimal policy, by trial and error, for sequence decisionmaking.We consider the sentence generation
as a process of word sequence decision making. At each time step t , G selects a wordwt from the
word spaceW according to its internal hidden state ht and policy that maps the hidden state space
to the word space. Here, the policy is π in Eq. (4). Then, G updates its state to ht+1 and selects
the next wordwt+1. After reaching the terminator <END>, G receives a reward r provided by D,
as shown in Figure 4 (B). The goal of reinforcement learning is to learn the optimal policy that
maximizes such rewards. Suppose s is an answer generated by G and S is the sentence space. The
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objective of reinforcement learning is to maximize:

J (θ ) = E
s∼S

r (s |h0) (6)

where θ represents the parameters of the policy π and J (·) is the expected reward under the
distribution of possible sentences. The gradients of the objective are:

▽θ J = E
s∼S

▽θ logπ (s |h0)r (s |h0) = E
s∼S

[
T∑
t=1

▽θ logπ (wt |ht )r (s |h0)

]
(7)

The gradients can be backpropagated to G’s LSTM and the entire encoder via h0.
Since h0 ≈ f (sr ), we use sr to replace h0. Then the reward function is:

r (s |sr ) = f (s) · f (sr ) (8)

The reward will encourage (r (s |sr ) > 0) or discourage (r (s |sr ) < 0) the generation of s . Furthermore,
s1 will be encouraged more than s2 when r (s1 |sr ) > r (s2 |sr ).

Since the dimension of the possible sentence spaceS can be very high, it is impossible to optimize
Eq. (2) directly. Following REINFORCE [36], we use Monte Carlo sampling to approximate the
policy gradients:

wt ∼ π (·|ht ) (9)
Note that the word-level training also optimizes the policy π and can significantly reduce the

sentence spaceS by forcing G to generate grammatically correct answers. Therefore, the word-level
training can be considered as supplementary to the sentence-level training.

In training, we minimize the following hybrid loss:

L = αLD + βLG − γ J (10)

where α , β and γ are three positive factors.

4 EXPERIMENTS
Dataset:We evaluate our proposed approach on the VisDial v0.9 dataset [5], which contains 83k
dialogs on COCO-train and 40k on COCO-val images. Each dialog contains one image, one caption
and 10 question-answering rounds. The captions are from the COCO dataset [18]. The questions
and answers are collected by pairing two questioners and answerers on Amazon Mechanical Turk
to chat about an image. The questioners see only the image captions and the image remains hidden
to them. Their task is to ask questions about the hidden images to ‘imagine the scenes better’.
According to the image and caption, the answerers answer questions asked by their chat partner.
Every question is coupled with 100 candidate answer options, of which only one option is correct.
Evaluation Protocol: In [5], the agent takes the ground-truth answers of all previous questions
as input information to generate an answer for a new question. When testing the t-th round of
a dialog, all ground-truth answers from round 1 to round t − 1 are provided to the system. In
addition, for generator, candidate answer options are used as teacher forcing for each question. In
real-world applications, however, the ground truth answers are always not available. Therefore, we
adopt a different evaluation setting from [5]. The difference is that the ground-truth answers to
the history questions are not provided to the agent. The agent uses the answers generated (G) or
selected (D) by itself or does not use them. The models are asked to sort the 100 candidate answer
options for each question. D uses posterior probabilities to rank these answer options, and G uses
the log-likelihood of these options for ranking. The model is evaluated on the following retrieval
metrics: (1) mean rank of human response (lower is better), (2) recall@k , i.e., existence of the human
response in top-k ranked responses (higher is better), and (3) mean reciprocal rank (MRR) of the
human response (higher is better).
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Implementation Details: All LSTMs in the model are single layer with 512d hidden state. For
the sentence encoder, we adopt the dynamic recurrent neural network structure. We use VGG-16
[33] to extract image features. Images are resized to 224 × 224 pixels. We use the output of pool5 (7
× 7 × 512) for attention and the output of fc7 (4096) to initialize the dialog network’s state. The
vocabulary consists of 8,836 words and each word occurs at least five times in the training dataset.
We use the Adam optimizer with the learning rate of 0.001 and clip the gradients by 5.0. Consistent
with [5], we split the 83k training dataset into 82k for train, 1k for val, and use the 40k as test.
Each model is trained for 80 epochs. We have implemented our algorithm using both PaddlePaddle
and TensorFlow, which have shown similar performance. In this paper, we report the TensorFlow
accuracy.

4.1 Evaluation of the attention processor
To evaluate the attention processor, we design three baseline models in this section. We train and
evaluate the discriminative model and the generative model separately. The baseline models are as
follows,

• Plain Dialog Network (PDN): Only the sentence encoder and the dialog network are
included for each question-answering round. The output of the dialog network is directly
used to initialize the decoder’s state.
• Image Dialog Network (IDN): The image information is added on the basis of the Plain
Dialog Network for each question-answering round. The output of the dialog network and
the image feature are first normalized and then concatenated to initialize the decoder’s state.
• Attention Dialog Network (ADN): The image information in the Image Dialog Network
is replaced by the attention mechanism as Alg. 1: 1-1. The output of the dialog network
and attended image feature are also normalized before being concatenated to initialize the
decoder’s state.

For the above baseline models, at the beginning of a dialog, the image feature and text caption
embedding are concatenated to initialize the state of the dialog network. For the proposed attention
processor, the number of attention stepsT is set to {1, 2, 3, 4, 5} respectively. The difference between
the ADN model and the proposed attention processor with T=1 is that the attention processor
includes an additional LSTM. Correctly, the ADNmodel outputs the attention result f concatenated
with the output of the dialog network q. The attention processor outputs the state of the LSTM, i.e.,
the h.

We run experiments at three times. Mean and standard deviation are reported in Table 1. Among
the three baselines, ADN achieves the highest accuracy. IDN achieves the second highest accuracy.
PDN achieves the lowest accuracy. For example, for the discriminative model, the recall@1 are 42.75,
42.96 and 43.56, respectively. The proposed recurrent attention mechanism significant outperforms
the traditional attention mechanism (ADN), especially with the discriminative model. For example,
for the discriminative model, our attention processor with T = 1 achieves 46.22 at recall@1, which
outperforms ADN (43.56) by 2.66.
Forth, for our attention processor with the generative model, accuracy is improved with the

increase in the number of attention steps. Our model usually achieves best accuracy whenT = 3 or
T = 4.

To further research the attention processor’s behavior, we illustrate a few attention examples
in Figure 5. In this experiment, we set T = 3. First, we observe from Attention 1 that our dialog
network is capable of correctly parsing the temporal context in dialog. In the top example, the
agent knows that “on her left” means “on the girl’s left”. In the bottom example, the agent knows
that “it” means “the bus”. Second, the attention processor exhibits different behavior according to
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Table 1. Experimental results on the VisDial dataset. The number of attention steps T for the recurrent
attention network are set to {1, 2, 3, 4, 5}. joint: D and G jointly training. att: recurrent attention network. RL:
reinforce G by D.

Models MRR R@1 R@5 R@10 Mean

G
en
er
at
iv
e
m
od

el

ba
se
lin

e PDN 0.4993±0.0003 40.96±0.03 58.32±0.01 60.98±0.08 22.85±0.02
IDN 0.5023±0.0008 41.72±0.06 58.44±0.01 61.26±0.11 22.81±0.07
ADN 0.5035±0.0002 42.00±0.10 58.56±0.03 61.32±0.03 22.75±0.01

jo
in
t PDN 0.5003±0.0004 40.93±0.01 58.47±0.12 61.13±0.05 22.83±0.02

IDN 0.5026±0.0005 41.81±0.05 58.77±0.11 61.35±0.04 22.74±0.04
ADN 0.5034±0.0002 42.17±0.08 58.64±0.07 61.43±0.02 22.71±0.08

RL

PDN 0.5002±0.0008 41.04±0.04 58.52±0.05 61.12±0.12 22.76±0.01
IDN 0.5032±0.0010 41.93±0.12 59.02±0.09 61.48±0.06 22.75±0.02
ADN 0.5045±0.0003 42.04±0.05 59.09±0.04 61.70±0.05 22.64±0.02

jo
in
t+
RL PDN 0.5009±0.0003 41.15±0.13 58.57±0.09 61.20±0.10 22.75±0.04

IDN 0.5044±0.0005 42.09±0.05 59.04±0.14 61.61±0.08 22.73±0.06
ADN 0.5053±0.0007 42.17±0.03 59.13±0.07 61.78±0.12 22.66±0.03

at
t

T = 1 0.5028±0.0003 41.77±0.04 58.33±0.03 60.74±0.04 22.81±0.02
T = 2 0.5092±0.0002 42.61±0.00 58.83±0.02 61.34±0.03 22.72±0.05
T = 3 0.5105±0.0001 42.79±0.03 58.90±0.02 61.53±0.03 22.62±0.02
T = 4 0.5098±0.0004 42.70±0.03 58.77±0.05 61.45±0.03 22.67±0.01
T = 5 0.5093±0.0002 42.59±0.09 58.74±0.03 61.29±0.02 22.70±0.04

at
t+
jo
in
t

T = 1 0.5129±0.0005 43.15±0.05 58.97±0.10 61.55±0.05 22.56±0.04
T = 2 0.5132±0.0002 43.23±0.04 59.07±0.02 61.58±0.03 22.47±0.02
T = 3 0.5135±0.0002 43.23±0.03 59.08±0.07 61.62±0.03 22.40±0.03
T = 4 0.5140±0.0004 43.26±0.02 59.13±0.04 61.73±0.09 22.28±0.07
T = 5 0.5132±0.0003 43.15±0.03 59.02±0.04 61.52±0.07 22.49±0.04

at
t+
RL

T = 1 0.5131±0.0003 43.18±0.01 58.95±0.08 61.55±0.08 22.53±0.03
T = 2 0.5136±0.0003 43.26±0.05 59.13±0.02 61.57±0.05 22.48±0.05
T = 3 0.5141±0.0002 43.29±0.04 59.15±0.03 61.64±0.02 22.41±0.02
T = 4 0.5138±0.0002 43.29±0.07 59.18±0.04 61.70±0.00 22.34±0.01
T = 5 0.5133±0.0001 43.17±0.03 58.90±0.02 61.39±0.04 22.52±0.02

at
t+
jo
in
t+
RL

T = 1 0.5142±0.0004 43.26±0.02 59.15±0.05 61.820±0.02 22.40±0.03
T = 2 0.5145±0.0003 43.37±0.03 59.29±0.09 61.88±0.08 22.37±0.03
T = 3 0.5148±0.0001 43.39±0.05 59.38±0.02 61.97±0.06 22.32±0.04
T = 4 0.5154±0.0002 43.42±0.02 59.31±0.03 62.04±0.05 22.24±0.02
T = 5 0.5140±0.0001 43.32±0.01 59.08±0.03 61.87±0.01 22.41±0.04

D
is
cr
im

in
at
iv
e
m
od

el

ba
se
lin

e PDN 0.5701±0.0010 42.75±0.02 74.27±0.02 83.17±0.07 6.16±0.02
IDN 0.5727±0.0007 42.96±0.01 74.16±0.02 83.45±0.13 6.03±0.01
ADN 0.5832±0.0005 43.56±0.02 74.84±0.05 83.94±0.05 5.96±0.03

jo
in
t PDN 0.5703±0.0007 42.80±0.04 74.33±0.00 83.66±0.08 6.13±0.02

IDN 0.5725±0.0012 42.95±0.04 74.17±0.02 83.51±0.05 6.05±0.04
ADN 0.5836±0.0008 43.73±0.07 74.98±0.05 84.03±0.03 5.92±0.05

at
t

T = 1 0.6011±0.0004 46.22±0.02 76.99±0.04 86.11±0.02 5.18±0.02
T = 2 0.6007±0.0004 46.10±0.01 76.78±0.02 86.05±0.03 5.22±0.03
T = 3 0.6004±0.0006 46.12±0.05 76.40±0.07 85.90±0.06 5.27±0.02
T = 4 0.6004±0.0011 46.14±0.04 76.47±0.01 85.94±0.03 5.24±0.01
T = 5 0.5998±0.0006 46.04±0.03 76.10±0.03 85.84±0.07 5.30±0.04

at
t+
jo
in
t

T = 1 0.6025±0.0003 46.33±0.03 77.07±0.11 86.26±0.05 5.12±0.04
T = 2 0.6040±0.0005 46.52±0.04 77.10±0.04 86.34±0.07 5.10±0.03
T = 3 0.6024±0.0002 46.45±0.04 76.91±0.02 86.14±0.12 5.18±0.02
T = 4 0.6006±0.0004 46.19±0.03 76.80±0.02 86.09±0.08 5.20±0.00
T = 5 0.5998±0.0006 46.06±0.02 76.64±0.07 86.11±0.06 5.22±0.04
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Caption: A man holding a child next  to other adults. Question: What is the man on her (the girl’s) left wearing? Generated answer: White shirt. Ground truth: White shirt, blue jeans.  

Image Attention 1 Attention 3Attention 2

Caption: A group of bulls lying down in a metal shed. Question: How many bulls? Generated answer: 4. Ground truth: 5.  

Caption: The man is walking behind the concession bus. Question: What color is it (the bus) ? Generated answer: Blue and white. Ground truth: White with blue trim on the bottom.  

Fig. 5. Visualization examples of how the attention processor grounds questions in images.

different questions. In the top example, the attention gradually moves from the middle between
“the girl” and “the man on her left” to “the man on her left”, and finally focuses on the body of “the
man on her left”. For the middle example, the attention processor counts the bulls in the image
sequentially. In the bottom example, the attention moves from the tail of the bus to the head to
check the color.

4.2 Evaluation of the Entire Model
In this section, we evaluate the training method proposed in Eq. (10). In Section 4.1, we find that D
converges faster than G. Therefore, we set α = 0.5 and β = 1.0. We first evaluate the discriminator-
generator joint training method (γ = 0) and then evaluate the proposed sentence-level training
which reinforces G by D (γ , 0). The number of attention steps T is tested from {1, 2, 3, 4, 5}.

The results of the discriminator-generator joint training are shown in Table 1. Compared with
separate training (“att”), this method, although simple, significantly improves the accuracy for both
D and G. For the generative model, the best recall@1 by separate training (“att”) is 42.79 while is
43.26 by joint training (“att+joint”).

Next, we evaluate the sentence-level training method. In this experiment, we set γ = 0.1. Since
this method aims to improve G and has little influence on D in the experiment, we only show
the generative model’s results in Table 1. As we can see from the results, sentence-level training
(“att+joint+RL”) further improves the accuracy on the basis of discriminator-generator joint training,
especially for recall@5 and recall@10. For the generative model with three attention steps, the G
improves 0.30 (“att+joint”) at recall@5.

4.3 Comparison with other models
We have proposed an encoder-decoder model for Visual Dialog. For the encoder, we use a dialog
network to memorize the temporal context of the dialog history and an attention processor to
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Image Caption + Questions                             GTs  Generations

Several cars that are used for race cars sitting on the grass.

1. Is this in color?

2. Are there any people

3. How many cars?

4. Can you see the sky?

5. Do the cars have numbers?

6. Are the drivers visible?

7. Any children?

8. Is this America?

9. Any flags?

10. Are the people dressed casually?

Yes.

I can see 5.

4.

No.

No.

No.

No, it's a car show.

No.

No.

Yes.

Yes.

Yes.

4.

No.

Yes.

No.

No.

No.

No.

Yes.

2. Is it colored leather?

3. Does he have a helmet?

4. What color is his leather? 

5. What color is his helmet?

6. What color is his bike?

7. Is it in a parking space?

8. Can you see the brand of bike?

9. Are there people in the photo?

10. Are there any animals?

A man in cycling gear next to his motorcycle. 

1. Is the cycling gear leather? Yes.

Yes.

Yes, kept over the bike's handle.

Gear is black & red in color.

Helmet is black.

Bike is red in color.

Looks like some sidewalk.

Not sure as it is far.

No other people visible.

No animals seen.

Yes.

Yes.

Yes.

Black.

Black.

Black.

Yes.

No.

No.

No.

Image

A pizza sits half eaten on a plate.

1. Is the photo in color?

2. Is it a professional photo?

3. Is it well lit?

4. What color is the plate?

5. What's the plate made out of?

6. What kind of pizza?

7. Was the pizza a triangular shape?

8. Is it a half of a whole pizza?

9. Is it a thin crust pizza?

10. So it's not a half of a sliced pizza?

Yes.

No.

Yes with daylight.

It's black i think it's a tary.

Plastic maybe.

Pepperoni and olive and mushroom.

The slices are.

Half is eaten.

No, thick.

Yes it's half eaten.

Yes.

No.

Yes.

White.

Wood.

Cheese.

Yes.

Yes.

Yes.

Yes.

1. Is this a couple?

2. Are they young or old?

3. How are they dressed?

4. Are there other passengers?

5. Is anyone standing?

6. Can you see outside the window?

7. Does it seem to be underground?

8. Is it well lit?

9. Can you see signs on the wall?

10. Does it say the city?

A man and a woman sitting on a subway train.

Yes.

Young.

Casual.

Can't tell.

No.

No.

Maybe.

Yes.

Yes.

Maps.

Yes.

Young.

Casual.

No.

No.

Yes.

No.

Yes.

No.

No.

A small elephant climbing over a log in an enclosure.

1. Is there only the 1 young elephant?

2. What's the ground look like is it grassy?

3. How big is the enclosure?

4. Is it small?

5. What is the enclosure made of?

6. Is this indoors?

7. Are there any people in the image?

8. Do you see a water source?

9. Is this a close up of the elephant?

10. What else do you see?

Yes.

Cement.

Not sure.

Not sure.

Metal fence.

No.

No.

No.

No.

Nothing.

Yes.

Dirt.

It's small. 
Yes.

Wood.

No.

No.

No.

Yes.

A rock wall.

A small zebra appears to be eating something on the ground.

1. What color are the sheep?

2. Where are they?

3. Is there a fence?

4. Is there water?

5. Do the sheep have a lot of wool?

6. Do they look healthy?

7. Are they dirty?

8. Are there trees?

9. What color is the grass?

10. How is the weather?

Beige.

Hill.

rock fence.

No.

Yes.

Yes.

No.

Yes.

Green.

Is it sunny.

White.

In the wild. 
Yes.

No.

Yes.

Yes.

No.

Yes. 
Green. 
Cloudy.

Caption + Questions                          GTs  Generations

Fig. 6. Examples of generated answers by our model. The red color indicates the generated answer is different
with the ground truth.

Table 2. Comparison with Late Fusion (LF) Encoder, Hierarchical Recurrent Encoder with Attention (HREA),
Memory Network (MN) and History-Conditioned Image Attentive Encoder (HCIAE).

Model Generative Model Discriminative Model
MRR R@1 R@5 R@10 Mean MRR R@1 R@5 R@10 Mean

LF [5] 0.5033 41.69 58.39 60.94 22.87 0.5794 44.00 74.03 83.11 6.09
HREA [5] 0.5032 41.80 58.20 60.77 22.52 0.5762 43.37 74.72 84.09 5.71
MN [5] 0.5004 41.41 58.19 60.64 23.18 0.5763 43.79 73.76 83.80 6.23
HCIAE-G-DIS [19] 0.5094 42.21 59.01 61.33 22.38 - - - - -
HCIAE-D-NP-ATT [19] - - - - - 0.5905 44.98 76.11 85.12 5.63
Ours 0.5148 43.39 59.38 61.97 22.32 0.6024 46.45 76.91 86.34 5.10

glimpse the image. For the decoder, we train the discriminator and generator jointly. We further
use discriminator to guide the generator at the sentence level. Experiments show that our model
significantly improves accuracy compared to the LF, HREA, MN and HCIAE models.
We compare our model with three models proposed in [5]. They are Late Fusion (LF) Encoder,

Hierarchical Recurrent Encoder with Attention (HREA) and Memory Network (MN). We implement
the three models by ourselves and apply it to our setting. As strong competitors, we also include
History-Conditioned Image Attentive Encoder (HCIAE) [19] models. For HCIAE models, the
HCIAE-G(enerative)-DIS(criminator), which is trained under the mixed MLE and discriminator
loss (knowledge transfer), is the best generative model, while the HCIAE-D(iscriminative)-NP(air)-
ATT(entive), which is trained under the n-pair discriminative loss and using the self-attentive
answer encoding, is the best discriminative model. Therefore, we use these two models to represent
HCIAE models. Note that, we do not directly compare our results to those numbers reported in
[5, 19] because we do not use the history ground-truth answers for evaluation. Instead, as we
illustrated in the evaluation protocol, we use the answers selected or generated by the models. For
our model, we set T = 3 since glimpsing three times achieves best performance on the validation
dataset. The results are shown in Table 2.

J. ACM, Vol. 37, No. 4, Article 111. Publication date: August 2018.



Recurrent Attention Network with Reinforced Generator for Visual Dialog 111:13

Image Caption + Questions

A man holding a child next to other adults.

Is this a family photo?

Is everyone dressed up?

How many adults?

What is the child wearing?

Are the outfits matching?

Is the child a boy?

Does she have long hair?

Is there a bow in her hair?

What is the man on the left wearing?

A group of people sitting around a table eating pizza. 

Are these friends?

Is this inside?

Are they facing the camera?

Is this a restaurant?

Are they smiling?

Is this in color?

Are there more than 10?

Are they in their 20s?

Is it daytime?

GTs

Yes.

Yes.

3.

Red shirt.

No.

No, a girl.

No, it's short.

Yes, it's white.

White shirt, blue jeans.

Yes.

Yes.

Yes.

Yes.

Yes.

Yes.

No.

30's.

Yes.

Yes.

Yes.

3.

Red shirt.

No.

No, a girl.

No.

Yes.

White shirt.

Yes.

Yes.

Yes.

Yes.

Yes.

Yes.

No.

Yes.

Yes.

With GT Answers

Yes.

Yes.

4.

Red shirt.

No.

No.

No.

No.

White shirt.

Yes.

Yes.

4.

Red shirt.

No.

No.

No.

No.

White shirt.

Yes.

Yes.

Yes.

Yes.

No.

Yes.

No.

Yes.

No.

Yes.

Yes.

Yes.

Yes.

Yes.

Yes.

No.

Maybe.

Yes.

Ours

MN HCIAE-G-DIS

Without GT Answers

Yes.

Yes.

4.

Black shirt.

No.

No.

No.

No.

White shirt.

Yes.

Yes.

4.

I can’t tell.

No.

No.

No.

No.

White shirt.

Yes.

Yes.

Yes.

Yes.

No.

Yes.

No.

Yes.

No.

Yes.

Yes.

Yes.

Yes.

Yes.

Yes.

I think so.

Maybe.

Yes.

MN HCIAE-G-DIS

Fig. 7. Examples of generated answers with and without ground-truth answers. The red color indicates the
generated answer is different with the ground truth. Since our framework do not use answers, there is no
difference between whether to use ground-truth answers or not. For other methods, leveraging ground-truth
answers can help agent to generate more reasonable answers. However, ground-truth answers are not available
in practice.

Table 3. Comparison with other methods with the evaluation protocol proposed in [5], in which the ground-
truth answers to the history questions are available to the agent.

Model Generative Model Discriminative Model
MRR R@1 R@5 R@10 Mean MRR R@1 R@5 R@10 Mean

LF [5] 0.5204 42.04 61.78 67.66 16.84 0.5807 43.82 74.68 84.07 5.78
HER [5] 0.5237 42.29 62.18 67.92 17.07 0.5846 44.67 74.50 84.22 5.72
HREA [5] 0.5242 42.29 62.33 68.17 16.79 0.5868 44.82 74.81 84.36 5.66
MN [5] 0.5259 42.29 62.85 68.88 17.06 0.5965 45.55 76.22 85.37 5.46
SAN-QI [45] - - - - - 0.5764 43.44 74.26 83.72 5.88
HieCoAtt-QI [20] - - - - - 0.5788 43.51 74.49 83.96 5.84
AMEM [32] - - - - - 0.6160 47.74 78.04 86.84 4.99
HCIAE-G-DIS [19] 0.5467 44.35 65.28 71.55 14.23 - - - - -
HCIAE-D-NP-ATT [19] - - - - - 0.6222 48.48 78.75 87.59 4.81
Ours 0.5450 44.40 65.23 70.88 14.54 0.6227 48.63 78.62 87.49 4.95

As can be seen from the results, our method outperforms all three models in [5]. For example,
for the generative model evaluated by recall@1, our model outperforms LF by 1.7, HREA by 1.59
and MN by 1.98. Our model also outperforms the two HCIAE models in [19]. For example, for the
generative model evaluated by recall@1, our model outperforms HCIAE-G-DIS by 1.18. For the
discriminative model evaluated by recall@1, our model outperforms HCIAE-D-NP-ATT by 1.47.
We present some examples of answers generated by our model in Figure 6. Occasionally, the

model generates more accurate answers than the ground truths. For the example in the “elephant”
dialog, when asked “what else do you see?”, the model generates “a rock wall”, which is more
accurate than the ground truth “nothing”. For the example in the last dialog, when asked “how is
the weather”, the model generates “cloudy”, which is more accurate than the ground truth “it’s
sunny”.

We also compare our model with other methods with the evaluation strategy proposed in [5], in
which the ground-truth answers to the history questions are available to the agent. Apart from the
LF, HERA, MN and HCIAE models, we also include the Hierarchical Recurrent Encoder (HER) [5],
Stacked Attention Network with Question and Image (SAN-QI) [45], Hierarchical Question-Image
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Co-Attention (HieCoAtt-QI) [20], AMEM [32] and Co-Attention [40] models in this experiment.
Numbers are exactly as reported in prior works. In this experiment, the number of glimpses is
set to 3. The results are shown in Table 3. Compared with Table 2, the ground-truth answers to
the history question help the agent to answer the future questions. For example, the ground-truth
history answers help HCIAE-D-NP-ATT to reduce mean rank by 1.16. Since the HCIAE [19] and Co-
Attention [40] models bravely exploit the ground-truth question-answer pairs, i.e., facts, and apply
attention mechanisms to the facts, they achieve high accuracies. However, our model considers
the answers unreliable and does not well uses them, thus it does not outperform the HCIAE and
Co-Attention models in this experiment.

5 CONCLUSION
We have proposed an encoder-decoder model for Visual Dialog. For the encoder, we use a dialog
network to memorize the temporal context of the dialog history and an attention processor to
glimpse the image. For the decoder, we train the discriminator and generator jointly. We further
use discriminator to guide the generator at the sentence level. Experiments show that our model
significantly improves accuracy compared to the LF, HREA, MN and HCIAE models.
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