Abstract

In this report, we summarize our solution to TRECVID 2016 Video Localization task. We mainly use Faster R-CNN to localize objects in the spatial domain which is combined with frame-level and shot-level detectors to localize concepts in the temporal domain. We collected images with annotated bounding box from external sources, e.g., ImageNet Detection dataset and manually annotate bounding boxes for categories without any annotations. We trained frame-level detectors using ResNet-200 features pre-trained on ImageNet and for classes of “Running”, “Sitting_Down” and “Dancing”, we also use improved Dense Trajectories features. Finally, we fuse bounding box score, frame score and shot score to get the final score for each bounding box.

1. Data collection

In the TRECVID Video 2016 Localization task [2], there are ten classes to be localized, which are “Animal”, “Bicycling”, “Boy”, “Dancing”, “Explosion_fire”, “Instrumental_Musician”, “Running”, “Sitting_Down”, “Skier” and “Baby”. Different from previous year’s settings, bounding box annotations are not provided this year. We thus need to collect bounding box annotations to train models in a supervised way. We use data from different sources, for example, images from ImageNet [8], videos from MPII Human Pose Dataset [1], HMDB-51 [4], Hollywood2 [5] for training. We manually select relevant categories in data sources and choose subsets from the original data. We construct the validation set using the provided development data. The detailed dataset construction can be found in Table 1. We annotate bounding boxes using the online tool1.

2. Method

2.1. Bounding box score

We use Faster R-CNN [7] to detect objects in images. To train a Faster R-CNN model, we select about 300 images per category to train a model with ten classes. Note that “Animal” and “Instrumental_Musician” have subcategories and have more image annotations than other categories, we collected another set with about 4,500 images and trained a separate model for them.

We tried six different network structures i.e., VGG-16, VGG-19 [9], GoogLeNet [10], ResNet-50, ResNet-101, ResNet-152 [3]. To combine different models, we use the region proposals generated by the ResNet-152 model and fuse scores of six models to obtain the final score for each region. We report the average precision of VGG-16 and ResNet-50 models in our validation set on Figure 1.

2.2. Frame-level and shot-level score

To train a frame-level detector, We use the pre-trained ResNet-200 model2 and extract the features from the layer before the final classification. We crop and resize the image to 320×320 and obtain the feature with dimension 2,048. We perform $L_2$ normalization and trained a linear SVM classifier. Empirically, we set $C = 1$.


For each region, we fused three scores to obtain the final score. The weight of scores and the thresholds are tuned on the validation set. We show the frame-level performance on Figure 2.

2.3. Submitted runs

We submitted four runs on the Localization task. Based on the testing results, we found that our runs are bad at localizing categories of “Boy” and “Sitting_Down”. It may because that the distribution of our development data is different from the testing data.

1https://github.com/tzutalin/labelImg

2https://github.com/facebook/fb.resnet.torch
Table 1. We list image and video sources used in training. We also showed the number of training and validation examples. For “Animal” and “Instrumental_Musician”, we additionally use a larger set to train a separate model.
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Figure 1. Results of spatial localization on our validation. We show the results of VGG-16 and ResNet-50.

In run final_threshold_0_resnet50_10_cats_no_shot, we use our spatial-only model where only bounding box score is used and we only use the ResNet-50 model. It achieves mean F1-score of 0.2780 on frame-level and mean F1-score of 0.1243 on pixel-level.

In run final_threshold_0_merge_no_shot, we use spatial-only model but fuse six Faster R-CNN models. It achieves mean F1-score of 0.2614 on frame-level and mean F1-score of 0.1157 on pixel-level which is comparable to the ResNet-50 only model. We tune the model to achieve high recall. Note that in this model, we train two separate models, one for “Animal” and “Instrumental_Musician” as these two categories have more training examples, and one for the rest categories.
Figure 2. Frame-level performance on the validation set.

Run `final_threshold_0_resnet152` is the model which fuses bounding box score, frame-level score and shot-level score. It uses ResNet-152 model to spatially localize objects. It achieves mean F1-score of 0.4499 on frame-level and 0.2581 on pixel-level. Note that the fused model almost doubles the performance compared with the single model. Run `final_threshold_0_resnet50_10_cats` is similar to `final_threshold_0_resnet152`, but the network used is ResNet-50.
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